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**Problem**:

With the increased use of social networking platforms such as Twitter, people are using such platforms to disseminate information on a large scale, they have been increasingly utilized for the diffusion of hate-based ideologies and world-views. Online hate-based content has fueled extremism throughout the world. This problem is then only prolonged due to the anonymous environment and mobility of the platform. There remains a problem of a lack of an efficient automatic hate speech detection model based on natural language processing and machine learning. One of the key challenges of hate speech detection in the realm of social media is the need to separate offensive language from what is considered to truly be hate speech, while these lexical detection methods tend to have low precision due to the fact that they classify all messages containing particular terms as hate speech. Previous work using supervised learning has failed to distinguish between the two categories. This project aims to analyze and compare posts within the Twitter platform in order to improve the accuracy rate of the model, particularly related to false positives as prior attempts to do this utilizing other NLP methods had shown to have a high false-positive rate of identifying hate speech. In order to accomplish this comparative analysis, this project will be utilizing a Twitter dataset containing labeled hate speech from a previous paper in 2017 that used older NLP methods, this project will seek to improve accuracy and speed with iterations of BERT. BERT will give us an advantage in this effort with it’s capability of working cross framework and with different pre-trained models. This helps as the pre-trained representations can either be contextual or context free, these contextual representations can also either be unidirectional or bidirectional.

**Dataset:**

The dataset for this project will be the dataset gathered by the authors of "Automated Hate Speech Detection and the Problem of Offensive Language." (2017). This dataset contains ~25000 mutliclassed labeled offensive comments and tweets from social media. This data is labeled as offensive but not racist, racist, and not offensive. These tweets were searched on the basis of the lexicon, yielding tweets from over 33,000 unique Twitter users and the timeline of each user was extracted, allowing us to create a sample of over 25,000 tweets. This project does not seek to address issues related to gathering hate speech, which is heavily influenced by bias of data collectors. This issue would need to be addressed in future work.

**Proposed Model**:

A key focus of this project is to utilize and fine tune the BERT algorithm (Bidirectional Encoder Representations from Transformers) to encapsulate hateful content within the Twitters comments due to its features being the most poignant for predicting hateful content. The model would help as it has its advantages of applying the bidirectional training of Transformer models to language modeling BERT models have also been proven in the past with its application to offensive language identification in prior projects. In the effort of this project, BERT will be utilized with the predescribed dataset from Davidson, et. al. to apply newer models to accepted benchmark datasets. As the focus is on improving the accuracy and efficiency of the model accuracy, experiments will focus on multiple iterations of BERT and deep learning frameworks to identify the most efficient and accurate models with this dataset.

**Project Github:**

[**https://github.com/armandheydarian/Hate-Speech-Detection-in-Social-Media/**](https://github.com/armandheydarian/Hate-Speech-Detection-in-Social-Media/)
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